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Abstract—

 

On the basis of a functional perspective, we hypothesized
that negative stimuli are detected faster than positive stimuli. In Ex-
periment 1, participants were subliminally presented with positive and
negative words or with no words at all. After each presentation, par-
ticipants were asked whether they had seen a word. They detected neg-
ative words more accurately than positive words. In Experiment 2,
participants were subliminally presented with negative or positive
words. After each presentation, they were asked whether the presented
word was positive or negative. Negative words were correctly catego-
rized more often than positive words. Experiment 3 showed that al-
though participants correctly categorized negative words more often
than positive words, they could not guess the meaning of the words
better than would be expected by chance. The results are discussed

 

against the background of recent findings on basic affective processes.

 

The structure of every organic being is related, in the most essential yet often
hidden manner, to that of all other organic beings . . . from which it has to escape.

—Darwin (1859/1996, p. 127)

 

The image that Darwin’s quote brings to mind may be that of an Af-
rican savanna. In such an environment, the relation between physical
features of predators and prey is evident. Cheetahs and lions are fast,
and their potential prey reflect this capacity: Wildebeests and gazelles
are fast too, and the ones that are not are devoured. However, Darwin
wanted to emphasize the “hidden” capacities. Although it is of obvious
importance for a wildebeest to be able to run fast, it is at least as impor-
tant for a wildebeest to detect an approaching lion or cheetah quickly.
The wildebeest’s perceptual and affective systems should therefore be
shaped in relation to its environment. And this should be true for all an-
imals: At times, all animals are confronted with threatening stimuli,
and it is of utmost importance to detect these stimuli as fast as possible.

Two phenomena related to the perception of positive and negative
stimuli have been studied extensively: 

 

automatic evaluation

 

 and 

 

auto-
matic vigilance

 

. Automatic evaluation refers to the capacity to evalu-
ate incoming stimuli automatically. The importance of this capacity is
reflected in the lack of its boundary conditions. Humans evaluate all
stimuli (Bargh, Chaiken, Raymond, & Hymes, 1996; but see Fazio,
Sanbonmatsu, Powell, & Kardes, 1986) regardless of an intention to
evaluate (Hermans, De Houwer, & Eelen, 1994). In addition, evalua-
tion does not require conscious awareness of the meaning of the stim-
ulus (Bargh, Litt, Pratto, & Spielman, 1989; Greenwald, Klinger, &
Liu, 1989; Murphy & Zajonc, 1993; see also De Houwer, Hermans, &
Spruyt, 2001). Automatic evaluation is obviously functional. A quick
categorization of stimuli allows for the rapid onset of appropriate be-
havior (i.e., approach or avoidance).

Research on automatic vigilance demonstrates that negative stimuli
demand more attention than positive stimuli. Various researchers have
shown that the processing of negative words interferes with other infor-
mation processing to a greater extent than does the processing of posi-
tive words (Pratto & John, 1991; Wentura, Rothermund, & Bak, 2000;
Williams, Matthews, & MacLeod, 1996). This effect is also highly func-
tional: It means that whenever negative stimuli are encountered, individ-
uals are forced to process them more elaborately than other stimuli.

In the study we report here, we tested a new hypothesis derived
from this functional perspective. It would be highly functional for a
negative stimulus to be detected as fast as possible, whereas this is less
important for a positive stimulus. Should a wildebeest not detect a
negative stimulus even faster than a positive stimulus? After all, the
evolutionary pressure on detecting negative stimuli quickly should be
stronger than the pressure on detecting positive stimuli quickly. Being
a few hundred milliseconds late in detecting a lion is extremely dan-
gerous, whereas being a little late in detecting edible vegetation is not
so problematic. Hence, we hypothesized that it requires less stimulus
input or less stimulus exposure to detect a negative stimulus than to
detect a positive stimulus. It should be noted that the effect we hypoth-
esized is fundamentally different from automatic vigilance. Automatic
vigilance does not mean that negative stimuli are detected faster than
positive stimuli. Instead, it refers to the fact that once detected, nega-
tive stimuli receive more attention than positive stimuli.

Our use of the term “detection” requires explanation. We aimed to
assess the moment that a presented stimulus is evaluatively catego-
rized more accurately than would be expected on the basis of chance,
even though other properties of the stimulus (such as its meaning) are
not accessible to consciousness. Our operationalization was based on
an experiment by Bargh et al. (1989; see also Marcel, 1983, for his use
of the same paradigm) in which words were presented to participants.
The presentation durations varied but were always subliminal. After
the presentation of each word, participants were asked for an evalua-
tive judgment (Was the word positive or negative?) and a semantic
judgment (Which of two words is a synonym of the presented word?).
When stimuli were presented for brief durations, the proportion of
words evaluated correctly was above chance level, but the participants
still could not identify their meaning. Our hypothesis entails that such
categorizations are made faster for negative than for positive stimuli.

The question is how such an asymmetry between the detection of
negative and positive stimuli might arise. One could object that catego-
rization of a stimulus as positive or as negative takes place at one point
in time. After all, are positive and negative not two sides of the same
coin? Recent work demonstrates that this is not the case, however. Re-
sponses to negative stimuli are largely independent from reactions to
positive stimuli (e.g., Cacioppo, Crites, Berntson, & Coles, 1993;
Davidson, Ekman, Saron, Senulis, & Friesen, 1990). Cacioppo et al.
(1993) argued that evaluation should not be conceptualized in terms of
one positive-negative dimension, but rather should be conceptualized in
terms of two independent dimensions. LeDoux (1996) presented a con-
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vincing evolutionary argument: Systems that are responsible for elicit-
ing different emotions developed largely independently of each other.
The human system for detecting stimuli eliciting fear, for instance, de-
veloped independently from, say, the system responsible for happiness
(see also Öhman & Wiens, 2001). Work by Davidson et al. (1990) dem-
onstrates that whereas positive stimuli evoke more activity in the left
than in the right hemisphere, negative stimuli evoke the opposite pat-
tern. This knowledge leads to what we propose as the underlying mech-
anism for our hypothesis: The threshold for eliciting negative affect
may well be lower than that for instigating positive affect. That is, it is
possible that a briefly presented negative stimulus evokes detectable
negative affect, whereas a positive stimulus presented for the same du-
ration does not yet elicit detectable positive affect.

The research that comes closest to a test of our hypothesis was con-
ducted by Hansen and Hansen (1988). In their experiments, participants
were presented with an array of happy and angry faces, either one happy
face amidst a number of angry faces or vice versa. The task was to locate
the deviating face as quickly as possible. Participants were faster to locate
the angry face amidst the happy ones than they were to locate the happy
face amidst the angry ones. The authors concluded that angry faces were
recognized faster than happy ones and that angry faces, as it were,
grabbed attention by “popping out of the crowd.” However, their experi-
ments did not directly test our hypothesis because they did not assess de-
tection. Participants took a long time to locate the target faces (almost 2 s
on average), and indeed, the task forced participants to consciously rec-
ognize the target stimulus. The literature on affective priming demon-
strates that evaluative categorization occurs before conscious recognition
(e.g., Bargh et al., 1989; De Houwer, Baeyens, & Eelen, 1994).

A close look at the literature on affective priming (e.g., Bargh,
Chaiken, Govender, & Pratto, 1992; Bargh et al., 1996; De Houwer et
al., 2001; Fazio, 2001; Fazio et al., 1986; Glaser & Banaji, 1999;
Greenwald et al., 1989; Hermans et al., 1994; Klauer, 1998; Klauer,
Rossnagel, & Musch, 1997) does indirectly support our hypothesis. In
an affective priming experiment, on each trial participants are pre-
sented with a positive or negative prime, followed by a positive or neg-
ative target. Responses to target words are faster if prime and target
are evaluatively congruent (both positive or both negative) than if they
are incongruent (one negative, the other positive). This paradigm en-
ables a distinction between four prime-target pairs: positive-positive,
positive-negative, negative-positive, and negative-negative. This in
turn allows one to independently assess the impact of a negative prime
(by comparing negative-negative pairs with negative-positive pairs)
and the impact of a positive prime (by comparing positive-positive
pairs with positive-negative pairs). The vast majority of experiments
show a larger effect for negative primes than positive primes.

 

1

 

Another common finding in the automatic-evaluation literature is
that participants respond faster to positive than to negative stimuli.
That is, researchers often report a main effect of valence of target.

 

2

 

One could infer from this effect that positive stimuli are detected
faster than negative stimuli. However, the typical response in auto-
matic-evaluation research requires conscious recognition. If anything,
faster recognition of positive than of negative stimuli follows from au-
tomatic vigilance. The response to negative stimuli is slower because
the greater information processing they elicit interferes more with se-
lecting and executing a response. This explanation is in line with the
literature on perceptual defense. In perceptual-defense research, par-
ticipants are presented with words and are asked to verbalize them
(e.g., Bootzin & Natsoulas, 1965; Broadbent & Gregory, 1967; Erik-
sen, 1963; McGinnies, 1949). Experiments often show that partici-
pants are particularly slow to verbalize negative, taboo words. This
effect can be explained by vigilance (Blum, 1954; Kitayama, 1990):
The attention that taboo words demand interferes with verbalization.

In sum, negative stimuli call for more attention than positive stim-
uli, and tasks requiring conscious recognition of stimuli usually show
reactions to negative stimuli are slower than reactions to positive stim-
uli. It is known that a stimulus can be categorized as positive or nega-
tive with an accuracy greater than chance before it is consciously
recognized (e.g., Bargh et al., 1989), but whether a negative stimulus
is detected faster than a positive one remains unclear. We wanted to
shed light on this possibility.

 

OVERVIEW OF THE EXPERIMENTS

 

In three experiments, participants were subliminally presented
with positive and negative words. In Experiment 1, in half the trials a
positive or a negative word was shown, and in the remaining trials no
words were shown. Participants were asked to indicate whether they
thought a word had appeared or not. We predicted that participants
would correctly indicate a word was flashed more frequently for nega-
tive than for positive words. In Experiment 2, in all trials words were
shown. In half the trials the word was negative, and in the remaining
half the word was positive. Participants were asked whether they
thought the word presented was positive or negative. In this case, we
predicted that participants would correctly categorize negative words
as negative more often than they correctly categorized positive words
as positive. Experiment 3 was the same as Experiment 2 with one ex-
ception. In addition to making an evaluative judgment (Is the word
positive or negative?), participants were asked to make a semantic
judgment, by indicating which of two words was a synonym of the
presented word. We predicted that participants would more often cor-
rectly categorize negative words as negative than positive words as
positive, but would not be able to make accurate semantic judgments.

 

1. We compared the effects of positive and negative primes by calculating
the difference in response time between positive-positive pairs and positive-
negative pairs on the one hand and between negative-negative pairs and nega-
tive-positive pairs on the other hand. Work in which only the distinction be-
tween evaluatively congruent versus evaluatively incongruent was made could
not be included. For our analysis, we used the experimental conditions of
Bargh et al. (1992, 1996), De Houwer et al. (2001), Fazio et al. (1986), Green-
wald et al. (1989), Hermans et al. (1994), and Klauer et al. (1997). In 27 exper-
imental conditions, negative primes had more impact than positive primes. In
12 cases, positive primes had more impact. Thirteen cases were categorized as
neutral (with a difference of 10 ms or less).

 

2. We assessed the responses to negative and positive targets regardless of
prime using the same experimental conditions as for our analysis of the impact
of prime (footnote 1), excluding the data from Bargh et al. (1996), who used a
pronunciation task. In all 34 cases, participants responded faster to positive tar-
gets than to negative targets.
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EXPERIMENT 1

Method

 

Participants

 

Twenty-five undergraduate students from the University of Nijmegen,
Nijmegen, the Netherlands, participated in the experiment. They re-
ceived 5 Dutch guilders ($2) in return.

 

Procedure and materials

 

Upon entering the laboratory, participants were led to a cubicle and
seated in front of a computer. All instructions were provided by the
computer. The participants were told that the experimenters were inter-
ested in how long a word needed to be presented for people to be able
to recognize it. They were told that they would repeatedly see a row of

 

six 

 

X

 

s on the screen. This row would remain on the screen for 500 ms.
Immediately after the row of 

 

X

 

s disappeared, either a word would be
flashed for 13.3 ms or the screen would remain blank for 13.3 ms. Par-
ticipants were explicitly told that in 50% of the trials a word would ap-
pear and in 50% no word would appear. Immediately afterward, the
row of 

 

X

 

s would appear again and remain on the screen for 500 ms.
After the postmask had disappeared, participants had to indicate
whether they thought a word had been presented or not, by pressing
“1” (word) or “2” (no word). They were explicitly told that it was
highly likely that they would not be able to see a word at all, because
of the short exposure duration. They were asked to guess. The words
and the masks appeared on the center of the screen in Chicago 14 font.

Participants received 60 trials, 30 trials in which no word was pre-
sented, 15 trials in which a positive word was presented, and 15 trials
in which a negative word was presented. The trials were presented in
random order. The 15 positive and the 15 negative words were se-
lected on the basis of pilot testing of 151 words. Thirty-five partici-
pants evaluated 3- to 6-letter words on a scale ranging from 1 (

 

extremely
negative

 

) to 9 (

 

extremely positive

 

). The words selected for use in the
experiment were all of extreme valence (

 

M

 

 

 

�

 

 7.8 or 

 

M

 

 

 

�

 

 2.3).

 

3

 

 All
words were of medium frequency, but the mean frequency of the posi-
tive words was slightly higher than that of the negative words as posi-
tive words generally occur more frequently (Zajonc, 1968). One should
note, though, that any influence of this difference in frequency on our
results would be in the direction opposite to our hypothesis.

After participants had finished the 60 trials, they were asked
whether they had been able to correctly identify some of the words.
None of the participants had. The vast majority indicated that they had
not seen anything flash at all and that they felt that they merely
guessed throughout the experiment. Participants were all thoroughly
debriefed.

 

Results and Discussion

 

The proportions of positive and negative words correctly categorized
as words were calculated for each participant. As expected, negative

 

words were categorized more often as words (

 

M

 

 

 

�

 

 .545, 

 

SD

 

 

 

�

 

 .27) than
were positive words (

 

M

 

 

 

�

 

 .401, 

 

SD

 

 

 

�

 

 .21), 

 

F

 

(1, 24) 

 

�

 

 5.20, 

 

p

 

 

 

�

 

 .032.
Experiment 1 confirmed our hypothesis. With the same brief stim-

ulus exposure, participants were better able to detect negative words
than positive words, although detection of negative words was not bet-
ter than chance. Whereas it is clear that negative words were detected
with greater accuracy than positive words, it is not clear whether posi-
tive words were sometimes detected as well because the 40% correct
identification of positive words could simply be the consequence of
participants’ knowledge that in 50% of the cases a word was pre-
sented. It should be noted in this regard that the false alarm rate (i.e.,
incorrect responses when no word was presented) was .335. This num-
ber did not differ significantly from the hit rate for positive words.

In addition, it is not clear whether participants could categorize the
words as positive or negative. The experimental design allows us to
conclude that on some occasions stimuli were categorized as words,
but does not support a conclusion as to whether these words were
evaluated as positive or negative. Experiment 2 was designed to ex-
plore whether participants sometimes detected positive words and
whether they could categorize the valence of the stimuli.

 

EXPERIMENT 2

Method

 

Participants

 

Fifty-six undergraduate students from the University of Nijmegen
participated in the experiment. They received 5 Dutch guilders ($2) in
return.

 

Procedure and materials

 

The procedure for Experiment 2 was similar to the procedure for
Experiment 1, except that a word was shown in every trial. Partici-
pants were told that 50% of the time the word would be positive and
50% of the time the word would be negative. After the postmask dis-
appeared, participants had to indicate whether they thought the word
was positive or negative by pressing the appropriate key. Allocation of
the choices “positive” and “negative” to the buttons “1” and “2” was
counterbalanced across participants. Again, participants were explic-
itly told that it was highly likely that they would not be able to see a
word at all, because of the short exposure duration, but that they
should guess nonetheless.

In total, participants received 30 trials. In 15 trials a positive word
was presented, and in 15 trials a negative word was presented. The tri-
als were presented in random order. The positive and the negative
words were the same as in Experiment 1.

After participants had finished the trials, they were asked whether
they had been able to correctly identify some of the words. None of
the participants had. Again, the vast majority indicated that they had
not seen anything flash at all and that they felt that they merely
guessed throughout the experiment.

 

3. The positive words were 

 

baby

 

 (baby), 

 

gein

 

 (fun), 

 

geluk

 

 (happiness), 

 

katje

 

(kitten), 

 

lach

 

 (smile), 

 

lente

 

 (spring), 

 

lief

 

 (sweet), 

 

reis

 

 (trip), 

 

strand

 

 (beach), 

 

thuis

 

(home), 

 

vriend

 

 (friend), 

 

vrij

 

 (free), 

 

zacht

 

 (soft), 

 

zomer

 

 (summer), and 

 

zon

 

 (sun).
The negative words were 

 

angst

 

 (fear), 

 

bom

 

 (bomb), 

 

bruut

 

 (rude), 

 

coma

 

 (coma),

 

dief

 

 (thief), 

 

dood

 

 (dead), 

 

gemeen

 

 (mean), 

 

haai

 

 (shark), 

 

hel

 

 (hell), 

 

kanker

 

 (cancer),

 

oorlog

 

 (war), 

 

pest

 

 (plague), 

 

polio

 

 (polio), 

 

slang

 

 (snake), and 

 

wapen

 

 (weapon).
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Results and Discussion

 

For all participants, the proportions of correctly categorized posi-
tive and negative words were calculated. Confirming our hypothesis,
the proportion of correctly identified negative words (

 

M

 

 

 

�

 

 .563, 

 

SD

 

 

 

�

 

.22) was higher than the proportion of correctly identified positive
words (

 

M

 

 

 

�

 

 .480, 

 

SD

 

 

 

�

 

 .23), 

 

F

 

(1, 55) 

 

�

 

 5.27, 

 

p

 

 

 

�

 

 .027. Moreover,
the proportion of negative words categorized correctly also differed

 

significantly from chance, 

 

t

 

(56) 

 

�

 

 2.14, 

 

p

 

 

 

�

 

 .041. 
As in Experiment 1, negative words were categorized as words

more accurately than positive words. On the basis of Experiment 2, we
can conclude that negative words were evaluatively categorized more
accurately than positive words. In fact, our presentation conditions
(13.3 ms in Chicago 14 font, with pre- and postmask) critically differ-
entiated between the detection of positive and negative words.

In both experiments, participants detected negative words with
greater accuracy than positive words. But what exactly was detected?
We maintain that what participants displayed was a detectable affec-
tive response to the words and that the threshold for such a response is
lower for negative than for positive affect. Furthermore, we argue that
such a response is instigated before participants are able to report the
meaning of the word (see also Bargh et al., 1989). The findings of the
first two experiments, however, are also consistent with an alternative
explanation. It is possible that negative words draw attention to their
content (as could be predicted from the work on vigilance) and that the
meaning of a negative word is detected more easily than the meaning
of a positive word. If this is the case, our participants may have been
able to categorize negative words more accurately than positive words
not because of detectable affect but because they detected the meaning
of the negative words better than the meaning of the positive words. In
Experiment 3, our aim was to show that the effect we observed was
due to detection of affective responses to the words, and not due to bet-
ter detection of the meaning of negative than positive stimuli.

 

EXPERIMENT 3

Method

 

Participants

 

Thirty-one undergraduate students from the University of Amster-
dam, Amsterdam, the Netherlands, participated in the experiment. They
received 5 Dutch guilders ($2) in return.

 

Procedure and materials

 

The procedure for Experiment 3 was the same as the procedure for
Experiment 2 with one exception. In Experiment 2, participants were
asked to categorize each word with respect to its valence. In Experi-
ment 3, we also asked participants to categorize the word in terms of
its meaning. That is, after each word was presented, participants were
asked two questions. The question assessing correct evaluation was
administered the same way as in Experiment 2. The question assessing
meaning was based on the study by Bargh et al. (1989) discussed ear-
lier. Two words appeared on the screen. One was a synonym or close
synonym of the presented word, and the other word was unrelated.
However, both alternatives always had the same valence as the stimu-

lus word. Participants were asked to guess which of the two words was
the synonym of the presented word by pressing one of two keys.

 

4

 

During debriefing, participants indicated that they had not seen
anything flash on the screen at all and that they felt that they had
merely guessed throughout the experiment.

 

Results and Discussion

 

For all participants, the proportions of correctly evaluated negative
and positive words were determined. Confirming our hypothesis, the
proportion of correctly identified negative words (

 

M

 

 

 

�

 

 .577, 

 

SD

 

 

 

�

 

.13) was higher than the proportion of correctly identified positive
words (

 

M

 

 

 

�

 

 .513, 

 

SD

 

 

 

�

 

 .11), 

 

F

 

(1, 30) 

 

�

 

 4.55, 

 

p

 

 

 

�

 

 .041. Moreover,
the proportion of correctly categorized negative words differed reli-
ably from chance, 

 

t

 

(31) 

 

�

 

 3.36, 

 

p

 

 

 

�

 

 .005. In addition, we determined
the proportion of correct responses to the questions assessing mean-
ing, and no differences were found between responses to negative and

 

positive words (both 

 

M

 

s 

 

�

 

 .520), 

 

F

 

(1, 30) 

 

�

 

 0.00, n.s. In sum, al-
though participants were again better in detecting negative words than
positive words, this was due to the affective response that was detected
and not to superior semantic processing.

 

GENERAL DISCUSSION

 

Throughout this article, we have emphasized a functional perspec-
tive on the processing of negative and positive stimuli. Whereas fast
detection of negative information is often crucial, fast detection of
positive information is much less so. This should have led to more
evolutionary pressure on the development of a system to quickly de-
tect negative information relative to positive information. Our experi-
ments confirmed this reasoning: People need less stimulus input to
detect a negative stimulus than to detect a positive stimulus.

We concede that we used our evolutionary argument rather loosely.
Not all negative stimuli are actually threatening, and not all positive
stimuli are appetitive. For instance, a word such as 

 

shark

 

 is both nega-
tive and threatening, whereas a word such as 

 

boredom

 

 is only nega-
tive. It would be interesting to see whether our results hold for all
negative and all positive stimuli. Some researchers might suggest that
it would. Cacioppo, Gardner, and Berntson (1999), for instance, sug-
gested that people first process the valence of a stimulus and only a lit-
tle later determine other aspects, such as the potential threat of a
stimulus that is categorized as negative. It is also possible, however,
that only threatening negative stimuli are detected faster than other
stimuli. Recently, Wentura et al. (2000) published an interesting set of
studies on automatic vigilance showing that the categorization of pos-
itive versus negative is unnecessarily crude. They used personality
traits as stimuli and distinguished between “other-relevant traits”
(such as brutal or aggressive) and “possessor-relevant traits” (such as
depressive). Whereas negative other-relevant traits pose a potential
threat to a perceiver, possessor-relevant traits do not. Indeed, negative
other-relevant traits were particularly attention demanding, and nega-
tive possessor-relevant traits were not. Given that our current work is
essentially based on the same functional perspective, it is plausible

 

4. Note that the order in which the two questions were presented could not
be counterbalanced. Presentation of the semantic question would give away the
answer to the evaluative question, so the evaluative question always had to
come first.
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that the distinction made by Wentura et al. applies also to the initial
detection of stimuli. Further research could shed light on this interest-
ing issue.
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